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ABSTRAK 

Para peneliti telah mencoba membantu kehidupan manusia dengan memanfaatkan citra satelit. Salah satu satelit 

yang dapat menyediakan data citra satelit adalah satelit National Oceanic and Atmospheric Administration 

(NOAA). Satelit ini secara khusus menangkap kondisi fisik laut dan atmosfer bumi dengan sisi negatif bahwa 

tidak semua data yang diperoleh berkualitas baik karena adanya intervensi frekuensi radio. Dalam tulisan ini, 

penggunaan kecerdasan buatan/Artificial Intelligence (AI) diterapkan untuk mengatasi masalah tersebut 

dengan membuat model pembelajaran mesin/Machine Learning (ML) menggunakan mesin yang bisa diajar 

dari google/Google’s Teachable Machine untuk mengklasifikasikan gambar dari perangkat frekuensi radio 

Weather Satellite Communication (WeSaCom) yang menangkap gambar menjadi mampu menyaring gambar. 

Data mining digunakan sebagai metodologi untuk mengumpulkan data citra dari satelit NOAA. Dataset citra 

dari satelit dianalisis dan dikelompokkan menjadi dua kelas, baik dan buruk. Kelas-kelas ini digunakan untuk 

membangun model dengan tujuan mengklasifikasikan data gambar yang diperoleh dari satelit NOAA melalui 

perangkat frekuensi radio WeSaCom. Hasilnya, ditemukan bahwa model Google Teachable Engine yang 

diterapkan pada perangkat WeSaCom mampu mengklasifikasikan data gambar dari NOAA dengan akurasi 

96,72%. 

Kata Kunci: kecerdasan buatan, pembelajaran mesin, google’s teachable machine, satelit administrasi 

kelautan dan atmosfer nasional, klasifikasi gambar. 

 

ABSTRACT 

Researchers have tried to help human life by utilizing satellite imagery. One of the satellites that can provide 

satellite image data is the National Oceanic and Atmospheric Administration satellite (NOAA). This satellite 

specifically captures the physical conditions of the sea and the earth's atmosphere with the negative side that 

not all data obtained is of good quality due to radio frequency intervention. In this paper, the use of Artificial 

Intelligence (AI) is applied to overcome these problems by creating a Machine Learning (ML) model using 

Google’s Teachable Machine to classify images from a Weather Satellite Communication (WeSaCom) radio 

frequency device that captures images to be able to filter images. Data mining is used as a methodology to 

collect image data from the NOAA satellites. Image datasets from satellites are analyzed and grouped into two 

classes, good and bad. We use these classes to build a model with the aim of classifying image data obtained 

from the NOAA satellites via the WeSaCom radio frequency device. As a result, we found that the Google’s 

Teachable Machine model applied to the WeSaCom device was able to classify image data from the NOAA 

with an accuracy of 96.72%. 

Key Word: artificial intelligence, machine learning, google’s teachable machine, national oceanic and 

atmospheric administration satellites, image classification. 

 

 

PENDAHULUAN 

“National Oceanic and Atmospheric 

Administration (NOAA) satellite is a satellite 

owned by United States of America (USA) 

that can be used to monitor the Earth’s 

weather with one of the parameter used is 

temperature”. (Rasyidi et al, 2020) 

 

One of the sensors in NOAA is Advanced-

Very-High-Resolution Radiometer 

(AVHRR). “With AVHRR sensor, NOAA 

can get information about physical condition 

of the sea and the atmosphere”. (Akhbar et al, 

2018) 
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“Data obtained from NOAA can be processed 

to study about meteorology parameter, such as 

to predict temperature and weather forecast”. 

(Wicaksono et al, 2010) 

Unfortunately, not all the data acquired from 

NOAA is in a good quality. This can be 

caused by intervention from radio frequency 

signal in urban area, especially Jakarta the 

place this experiment took place. Because of 

this very problem, we need an Artificial 

Intelligence (AI) that could classify between 

the “good” and the “bad/noise” images. More 

specifically, we will try to create a Machine 

Learning (ML) which is a part of AI. ML itself 

has been increasingly prevalent in today’s 

daily life. “It has powered recommendation 

systems, translation, speech transcription and 

many more”. (Carney et al, 2020) 

“Machine learning consists of feature 

extraction module that extracts the important 

features such as edges, textures, etc and a 

classification module that classify based on 

the features extracted”. (Krisna et al, 2018) 

Google’s Teachable Machine is a web-based 

system for teaching and learning the basic 

principles of ML. “It takes some steps towards 

exposing the ML training process and 

combines powerful classification algorithms 

with intuitive and an easy-to-learn graphical 

user interface”. (Toivonen et al, 2020) 

“Google’s Teachable Machine can empower 

accessibility research”. (Kacorri, 2017) Based 

on some of these backgrounds, this study will 

apply the classification of NOAA satellite 

imagery using the Google’s Teachable 

Machine. Indonesia, which is an archipelagic 

country, is very suitable to use satellite 

imagery with radio frequency. In addition, 

there are no studies that utilize satellite images 

obtained from radio frequencies to be trained 

with ML, images that have been predicted and 

classified into images with good quality and 

images with poor quality (bad/noise) can 

shorten the performance of researchers. 

Researchers can take advantage of good or 

bad/noise image quality for the next stage of 

research. 

 

METODE PENELITIAN 

A lot of works regarding either Machine 

Learning, Artificial Intelligence, Google’s 

Teachable Machine, or NOAA and its use has 

been published all over the world before this 

research even took. 

In 2016, (Wahyuningsih et al, 2016) 

conducted research using the NOAA satellite 

to obtain sea surface temperature conditions 

as a support for estimating the potential for 

fish distribution points in the city of Tegal, 

Central Java. 

Meanwhile, in 2018 (Akhbar et al, 2018) did 

a research using the NOAA satellite to 

determine the sea surface temperature with the 

addition of metered float data using the 

McMillin & Crosby algorithm.  

Another application of NOAA satellite can be 

found in (Wicaksono et al, 2010) research, as 

stated in his paper published in April 2010. 

They are using image data from NOAA-17 to 

determine temperatures on java sea surface. 

But, during the research, they found data with 

stripping on it caused by unstable signal when 

receiving them. Hopefully our AI could easily 

solve this problem, and by that could 

encourage other researcher to do more 

experiment on the application of NOAA based 

on the data filtered with our AI. 

As mentioned before, we would like to 

conduct a research of NOAA image 

classification using a tool named Google’s 

Teachable Machine. Google’s Teachable 

Machine is a web-based interface that allows 

people to train their own Machine Learning 

classification models, without coding and/or 

using their webcam, images, or sound. “It uses 

transfer learning, an ML technique, to find 

patterns and trends within the images or sound 

samples and create a simple and easy 

classification model within seconds”. (Carney 

et al, 2020) 

Atmosphere research (Natarajan and 

Philipoff, 2018) study about earthquake at 

Sumatra and Nicobar in 2014 using surface 

and atmospheric parameters from NOAA-18 

satellite. The result is they found the anomaly 

on Nicobar Island earthquake on Feb 27, 

2014, and the second anomaly appeared on 

March 12, 2014 until the earthquake took time 

on March 21, 2014. For the Sumatra 

Earthquake, they found three anomalies for 

three different times. The first anomaly 

happened on April 16, 2014, the second 

anomaly happened April 26, 2014, and the last 

one happened on May 06, 2014. Until the 

earthquake happened on May 18, 2014. Their 

paper concludes that an earthquake prediction 

can be made by using NOAA imagery data. 
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An attempt to do a NOAA classification with 

an AI was also done by (Chakraborty et al, 

1993). Their research in classification of The 

NOAA Satellite Image Data by Unsupervised 

Neural Network was successful. However, the 

algorithm used by the author leads to 

misclassification when nearby classes have 

very different variances. 

NOAA is not the only earth-monitoring 

satellite out there that we can find. NASA 

owns this kind of satellite too, known by 

AQUA MODIS. In (Hidayat et al, 2015), the 

researchers use AQUA MODIS imagery to 

determine the temperature conditions on sea 

and land surface. Result shows that the 

distribution of sea surface temperatures in the 

North Coast of Semarang achieve maximum 

value degrees in East season, which was 

32.3oC, and minimum value degrees in West 

Season, which was 24.6o C. 

However, a study to compare the accuracy of 

both satellites was done before by Saputra, 

2019). His study uses R-squared (R2) and 

Normalize Mean Absolute Error (NMAE) to 

test the validation of sea surface temperature 

from both satellites compared to the actual 

temperature (study was done in Madura 

Strait). The value of R-squared & NMAE for 

NOAA and AQUA MODIS respectively are 

0.58 & 0.57 and 2.06% & 21.45%. This 

concludes that R-squared & NMAE has better 

accuracy than AQUA MODIS. 

Several studies using Google Teachable 

Machine are image classification used to 

classify diseases. Google’s Teachable 

Machine was used (Jeong, 2020) for Tooth 

Marked Tongue Diagnosis. Then, 

(Forchammer et al, 2022) developed a 

prognostic score based on image analysis on 

melanoma disease.  

From many studies, Google's Teachable 

Engine has not been used to predict and 

classify images from Weather Satellite 

Communications radio frequency devices. 

The results of the data captured by the device 

are NOAA satellite weather image data in the 

Indonesian archipelago. The data cannot be 

separated between data with good image 

quality (good/clean) and poor image quality 

(noise/bad). This research utilizes an 

automated model from Google’s Teachable 

Machine to predict and classify NOAA 

satellite weather images and separate them 

between good quality images and poor-quality 

images. 

Data retrieval uses a satellite radio frequency 

signal capture device, namely weather 

satellite communication (WeSaCom). In 

identifying patterns, structures, and insights 

from the data collected, the data mining 

methodology has 5 stages, namely business 

understanding, data acquisition & 

understanding, data preparation, modeling, 

and evaluation. The process of these stages is 

applied in this study with the flow chart in 

Figure 1 as follows. 

Figure 1. Data Mining process 

A. Business Understanding 

NOAA is a United States of America’s 

satellite that can predict weather and climate 

for various purposes in helping human life. In 

this business process, NOAA's image is used 

for prediction and classified into images with 

good quality and poor quality (bad/noise). 

Poor quality images are images that cannot be 

seen clearly in parts of the Indonesian 

archipelago. After finding the business 

process pattern, we can proceed to the next 

process. 

B. Data Acquisition and Understanding 

The processed image data comes from the 

NOAA-15, NOAA-18, and NOAA-19 

satellites which passes through Indonesian 

territory. Ground station receiver device that 

is used is the WeSaCom APT-06 with a 
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turnstile antenna and working on frequency 

137.10 MHz to 137.9125 MHz (Luo, 2021).  

 

The images obtained from the WeSacom 

Ground Station System then classified 

manually with a good image quality 

percentage which has a percentage of 80% of 

the Indonesian archipelago can look good. 

Figure 2. Good image quality 
 

In Figure 2, the image is clean, and more than 

80 percent of the Indonesian archipelago is 

clearly visible. 

Figure 3. Bad/poor image quality 
 

As for images with poor quality can be seein 

in Figure 3, the percentage of images is above 

30% with the Indonesian archipelago that 

cannot be seen properly. 

C. Data Preparation 

The data is divided into two sets, namely 

training data and test data with each data has 

noise and clean class and sub-directories. In 

the clean sub-directory contains NOAA 

satellites image data that are of good quality. 

Besides that, noise sub-directory contains 

poor image data quality. Sub-directories of 

each class are labeled with tag 0 for noise and 

tag 1 for clean dataset. The image that is 

considered suitable can be continued to the 

modeling stage, but if it is not suitable then it 

needs to be readjusted. Adjusted images will 

be reordered manually based on image 

quality. 

D. Modelling 

After the image data passes through the 

preparation stage, the next step is modelling 

using Google’s Teachable Machine. By 

default, the data is dividing into 85% for 

training data and 15% for test data.  

Standard image processing used with 

TensorFlow at 224x224 pixel color images. 

There are 127 images for each noise and good 

class. So that the total images owned in this 

research amounted to 254 images. 

The total training data used is 214 data and the 

remaining 40 data is used for test data in the 

evaluation process. Some of the 

hyperparameters carried out in this research 

model can be seen in Table 1. 

Model parameters that are suitable and 

considered good for comparison can then 

proceed to the evaluation stage, but if the 

model is not optimal on the parameters that 

have been set, the data will be re-examined in 

the preparation of the data. 

E. Evaluation 

The performance of the model is measured 

based on the classification of the testing data 

compared to its ground truth. Comparison of 

classification results and ground truth data 

testing is tabulated into a confusion matrix can 

be seen in Figure 6. The confusion matrix 

score reflected the model's ability to predict 

accurately all the positive predictions it 

generates (Soni et al, 2021). 

Figure 4. Confusion matrix evaluation 
 

Figure 4 regarding the confusion matrix 

can be explained as follows: 

• True Positive (TP) is data that is predicted 

to be positive and has a positive value. 

• True Negative (TN) is data that is 

predicted to be negative and has a 

negative value. 

• False Positive (FP) is data that is predicted 

to be positive and has a negative value. 

• False Negative (FN) is data that is 

predicted to be negative and has a positive 

TABLE I 

HYPERPARAMETER SUMMARY 

No 
Hyperparameter 

Alternative Value 

1 Epochs 50 

2 Batch Size [32, 64] 

3 Learning Rate [0.001, 0.0001] 
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value. 

 

To measure the performance results, the 

confusion matrix classification results have 

four terms, namely overall accuracy, 

precision, recall, and f1-score, as explained 

below. 

Performance measurement was predicted 

using the overall accuracy as the following 

equation (1). Model accuracy score reflected 

the model's capacity to predict both accurately 

positive and negative of all results. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (1) 

Then, to measure the level of positive 

observation ratio that was correctly predicted, 

precision equation (2) was used. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

The ratio of positive observations was 

correctly predicted to all statements in the 

actual class to measure the recall (3) value. 

The precision score was model accuracy.  

The score reflected the model's ability to 

predict accurately all the positive predictions 

it generates. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

Finally, to see the balance of performance, 

the f1-score calculation (4) was carried out 

from the average precision and recall value. 

The recall evaluated the effectiveness of the 

proposed model in identifying positive 

samples. 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒

= 2𝑥
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(4) 

 

HASIL DAN PEMBAHASAN 

The four experiments that have been carried 

out at the evaluation stage are ranked where 

the largest f1-score is the best hyperparameter 

model.  

The model was trained four times with the 

evaluation results can be seen in Table 2. 

 

In the first experiment in Table 2, training was 

conducted with hyperparameters with 50 

epochs, 32 batch size, and a learning rate with 

a value of 0.001. The results of the evaluation 

obtained training performance accuracy of 

95.32% and f1-score of 86.48%. 

Second experiment, training was conducted 

with hyperparameters with same epochs and 

learning rate, but batch size modified to 64. 

The results of the second evaluation obtained 

training performance accuracy of 94.85% and 

f1-score of 87.18%.  

The third experiment still uses the same 

hyperparameters as the first experiment, but 

by changing the learning rate to a value of 

0.0001. The results of the third evaluation 

experiment obtained training performance 

accuracy of 96.72% and f1-score 87.80%.  

The last experiment is the fourth, the 

hyperparameter used is the same as the second 

experiment but is carried out by modifying the 

learning rate to 0.0001. The results of the last 

experiment obtained training performance 

accuracy of 96.26% and f1-score 87.18%. 

The best evaluation performance of the whole 

experiment is the third trial, the results are 

shown in the visualization of accuracy per 

epoch shown in Figure 5. 

Figure 5. Performance evaluation accuracy per 

epoch 
 

The best accuracy evaluation performance is 

shown in Figure 5 of the third experiments 

carried out, obtained an accuracy of 96.72% 

with an f1-score of 87.80%. In addition to 

performance evaluation, which is assessed 

from accuracy per epoch, performance is also 

TABLE II 

CONFUSION MATRIX 

No Overall 

Accuracy 
Precision Recall F1-score 

1 87.50% 80.00% 94.12% 86.48% 

2 87.50% 85.00% 89.47% 87.18% 

3 87.50% 90.00% 85.71% 87.80% 

4 87.50% 85.00% 89.47% 87.18% 
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measured by performance evaluation of loss 

per epoch which can be seen in Figure 6. 

 

Figure 6. Performance evaluation loss per epoch 
 

While in Figure 6 the performance evaluation 

of the third experiment for loss accuracy has a 

large enough gap with the test loss. training 

loss produces an optimal value of 9.83% and 

a test loss of 29.41% on the parameters of 

batch size 32 and learning rate of 0.0001. So, 

it can be said that this model has an underfit 

character. 

Although Google’s Teachable Machine 

automated ML model has obtained a good 

accuracy score, this model needs to be 

compared to using Deep Learning (DL) 

models such as Convolution Neural Network. 

Thus, precise parameters and better 

comparison models are needed to improve 

model performance. 

For more insight, there are other ways to 

classify image data, for example is to use a 

subset of deep learning, famously known as 

Convolution Neural Network (CNN). CNN is 

a deep learning approach that is widely used 

for solving complex problems (Indolia et al, 

2018). CNN algorithm has advantages in 

image classification tasks. Preliminary study 

(Luo, 2021) on the deep learning image 

classification method based on CNN, which 

can achieve high recognition accuracy. The 

research for NOAA image classification using 

CNN can be a recommendation for future 

works. 

 

SIMPULAN DAN SARAN 

The machine learning model used is Google's 

Teachable Machine, the classification 

between good and noise data collected from 

NOAA could work with the the most optimal 

model is the third experimental model with an 

overall accuracy of 96.72% and an f1-score of 

87.80%. But the model has underfit 

characteristics. 

After getting the performance results, this 

study tries to predict the image that has never 

been tested using the optimal Google’s 

Teachable Machine model. 

Figure 7. Model image test prediction results 
 

It can be seen in Figure 7, the image checked 

is accurate even though the model is underfit. 

The underfit model in this study can occur due 

to the lack of image data. Image captured by 

WeSaCom with different sensors. So, it is 

necessary to balance the data between 

different sensors. 

The downside of this experiment is that we 

must manually labelled for each good and 

noise class so it could be used for the training 

set. This can affect our set to be incorrect as 

there might be a human-error in labelling them 

manually. Appropriate and evaluated 

Google’s Teachable Machine Models can be 

downloaded and implemented to IoT devices 

and smartphones making it a multi-device 

system. 

The current research results can classify 

images into clean and noise classes. So that 

the model can be used for more in-depth 

research such as weather prediction or natural 

disasters. In addition, another model is needed 

in further research to compare the 

performance of a better evaluation in 

classifying weather images from NOAA. 
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